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Transparency from the user’s perspective including

1) Model performance and data

2) Trustworthiness of AI predictions

3) Responsible human supervision in the use of AI

To elucidate the relevance of these and suggest what 

regulatory bodies should do further to enhance 

transparency in these areas
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1. Transparency regarding model 
performance and data



Chronic ossicle

Facet degeneration

Ossification 

in lig. flavum

AI for detection of cervical spine fracture on CT

Voter et al. AJNR Am J Neuroradiol. 2021;42(8):1550-1556

All degenerative 

changes, not fractures

Sensitivity: 54.9%

Specificity: 94.1%

PPV: 38.7%



Commercial AI for CXR

Nam et al. AI Improves Nodule Detection on Chest 

Radiographs in a Health Screening Population: A 

Randomized Controlled Trial. Radiology. 2023 

Apr;307(2):e221894.

• Seoul National University

• n=10476

• “In health checkup participants, 

artificial intelligence–based software 

improved the detection of actionable 

lung nodules on chest radiographs.”

Kim et al. Multicentre external validation of a commercial 

artificial intelligence software to analyse chest radiographs in 

health screening environments with low disease prevalence. 

Eur Radiol. 2023 May;33(5):3501-3509.

• Korea University

• n=3047

• AUROC: 0.648

• Sensitivity: 35.3%

• Specificity: 94.2%

• “The mean reading time was 2.96–

10.27 s longer with AI assistance.”



• The myth of generalisability in clinical research and machine 

learning in health care.1

• Clinical prediction models are never truly validated due to 

expected heterogeneity in model performance between 

locations and settings, and over time.2

• The purpose of external testing of an AI algorithm is not to 

prove its universal generalizability.3

1. Futoma et al. Lancet Digit Health 2020;2(9):e489-e492

2. Van Calster et al. BMC Med 2023;21(1):70

3. Park et al. Radiology 2023;306(1):20-31

Limited generalizability of AI in healthcare



• Regulatory approval (such as USFDA or 

Korea MFDS) of an AI as a medical device 

does not necessarily mean it’s ready for use 

in everyone’s clinical practice.

• How can a user know more transparently how 

an AI would work in the user’s practice?



Multi-site external evaluation for regulatory 
approval is likely not the ultimate solution.

• For 130 AI devices approved by the USFDA (Jan. 2015−Dec. 
2020)1

• No multi-site assessment in 93

• Two-site assessment in 8

• An AI model that exhibits good performance in populations at 
multiple sites may not perform well at the next site, or vice 
versa.2

1. Wu et al. Nat Med 2021;27(4):582–584.

2. Park et al. Radiology 2023;308(3):e230288.



Perhaps, greater transparency regarding 
data is helpful and more effective.

• Sufficient on-site testing before 
adoption of AI in the user’s 
practice is ideal but not always 
achievable.

• Data transparency:

If the user knows whether 
training and testing data are 
similar or dissimilar to the data 
in the user’s practice where the 
AI is intended to be used…

• Further efforts to improve data 
transparency for end users

Suggesting “model 

facts” for AI end 

users in addition to 

device approval 

summary, similar to 

package inserts for 

drugs

Sendak et al. NPJ Digit Med. 2020 Mar 23;3:41. 

• data

• indications

• proper usage



2. Transparency regarding 
trustworthiness of AI predictions



Abnormality/probability 
score…?
• 77% probability of the target 

disease?

• 77% certainty that the 

disease is present?

• Can we trust the AI result 

more when the score is 

higher?

How can users determine the trustworthiness 
of an AI prediction?

https://www.lunit.io/en/products/cxr



Abnormality/probability 
score1

• raw AI output before applying 

threshold

• not or cannot be calibrated1,2

• not considering pretest 

probability1

• not a certainty3

• “90% probability of rain, but I am not certain”

• “20% probability of rain, and I am certain”

How can users determine the trustworthiness 
of an AI prediction?

https://www.lunit.io/en/products/cxr

1. https://doi.org/10.3348/kjr.2024.0144

2. Van Calster et al. BMC Med 2023;21(1):70

3. Faghani et al. Radiology 2023;308(2):e222217



Uncertainty quantification (measure of uncertainty)1

• Currently at research stage

• An area to which regulatory bodies may need to give more 

attention in the future.

• Calibration (for probability) alone does not measure uncertainty.

• In addition to reporting an outcome probability, disclosing the 

prediction uncertainty is essential for user transparency regarding 

trustworthiness of AI prediction.

1. Faghani et al. Radiology 2023;308(2):e222217

How can users determine the trustworthiness 
of an AI prediction?



3. Transparency regarding 
responsible human supervision in 
the use of AI



AI Human

Proper human supervision is critical.

• For AI to provide real benefits, its use should avoid both automation 
bias (AI alone) and AI being noninformative redundancy/formality 
(human alone).

• A synergistic integration of human and AI strengths can be promoted 
by enhanced transparency regarding responsible human supervision. 

• A separate keeping of AI predictions (with a digital watermark, 
especially for generative AI) and the final clinical decision in the form 
of a signed medical note or report can improve transparency 
regarding responsible human supervision.

• An area relevant to both device approval and post-approval stages.

• At the device/regulatory approval level, is there anything that can be 
done to enhance transparency?



Thank you for your attention.


